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ABSTRACT
Artificial intelligence (AI) holds the 
potential to address various challenges 
in environmental rheumatology. These 
challenges include the need for better 
understanding complex relationships 
within environmental data, fast predic-
tion of environment-related parame-
ters, risk assessment, and environmen-
tal decision-making. AI can assist in 
analysing large datasets to identify ge-
netic risk factors for adverse reactions 
to toxic exposures, as well as in detect-
ing gene-environment interactions and 
epigenetic alterations. Furthermore, 
AI can play a crucial role in toxicity 
prediction by utilising deep learning 
algorithms to assess complicated bio-
activity data, offering a solution where 
traditional methods fall short. Despite 
the promise of AI, challenges such as 
insufficient or poor-quality data, model 
interpretation difficulties, and con-
cerns about bias in outcomes need to 
be addressed for successful integration 
of AI in environmental rheumatology.

Introduction
The recent launch of the Journal of 
Environmental Rheumatology offers 
the cue to deepen the hot topic of the 
role of artificial intelligence in environ-
mental medicine regarding rheumatol-
ogy. Adding environment information 
to classical clinical information means 
two things: an increase in quantity and 
in variety of data, two fundamental fea-
tures of what we call big data (1).
The new challenge for epidemiology in 
our century is to deal with the tsunami 
of data, the so-called big data, covering 
the spectrum of genomic, molecular, 
clinical, epidemiological, environmen-
tal and digital information. The fu-
sion of data from all these sources has 

in itself all the potential to influence 
decision-making processes of the indi-
vidual physician and, more generally, 
in public health (2).
The first phenomenon that advanced 
the frontier of Big Data in health is 
the development of biotechnology em-
ployed in the field of so-called ‘omics’ 
sciences, disciplines that have as their 
object a very in-depth study of the cell, 
through a detailed analysis of biologi-
cal processes observed at different lev-
els going from genes (genomics), their 
functions (functional genomics), their 
DNA transcripts, i.e. RNA (transcrip-
tomics), the proteins (proteomics) and 
the metabolites that found in the body 
(metabolomics), the ways in which 
molecules interact (interactomics), in-
teractions with the gut flora (microbi-
omics) and how they can modify the 
DNA (epigenomics).
The omics family is enlarging with 
the chronobiomics. In recent years, 
a new construct has emerged, that of 
the so-called chronobiome, term first 
coined in 2017 (3), based on a deep 
multi-omics characterisation of an in-
dividual that outlines an individual pat-
tern of molecular networks influenced 
by behaviour, environmental stimuli, 
or stressors. Since the molecular cir-
cadian clock coordinates the body’s 
rhythms for each individual person, 
symptoms of disease, the effectiveness 
of treatment and many physiological 
processes in the body vary depending 
on the time of day. The evidence that 
circadian misalignment due to artificial 
light, shift work, and jet travel is com-
mon in modern life and contributes to a 
wide range of human diseases is strong 
(4). Despite our understanding of cir-
cadian rhythms is expanding to provide 
molecular insights into physiology and 
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disease, yet the challenge remains to 
translate these insights into the practice 
of clinical medicine integrating with 
other omics disciplines.
These sophisticated technologies of mo-
lecular biology technologies lead to an 
extremely high volume of data of about 
50 terabytes in a single subject (5).
The second phenomenon is the emer-
gence of exposomics, more directly 
related to the environment, a new, 
strongly multidisciplinary discipline, 
which began making headlines and 
promises to be a fundamental approach 
to understanding age-related chronic 
degenerative diseases, like most rheu-
matic diseases are.
A tangible definition of the exposome 
was proposed by Miller and Jones in 
2014: “The cumulative measure of 
environmental influences and associ-
ated biological responses throughout 
the lifespan, including exposures from 
the environment in term of climate 
and pollutants, from diet, from social 
behaviour, and from endogenous pro-
cesses” (6).
Unlike the genome, exposures are tran-
sient and vary on both short- and long-
term time scales, making quantitative 
assessment challenging.
The first historical trace of the scien-
tific interest in environmental related 
diseases can even be found in the writ-
ings of Bernardino Ramazzini. His 
treatise ‘De morbis artificum diatriba’ 
published in Padua in 1708, the first 
study in the history of medicine on oc-
cupational diseases, is considered the 
founding act of what is now called oc-
cupational medicine. Ramazzini exam-
ined and analysed the context of work-
ing conditions and the diseases result-
ing from them, of many occupations 
(40-50) and, in addition, described the 
possible health risks related to each job 
and their possible remedies (7).
In addition to this, he considered, sup-
plementing the data already obtained, 
the climatic conditions in which these 
jobs were or could be carried out. The 
relationship between risks and disease 
observed anticipated the scientific 
method, still used today, based on epi-
demiological studies (8).
It was only due to the availability of 
reliable analytical techniques that ex-

posure science was able to develop in 
the 1950s and 1970s as a complement 
to occupational medicine by investigat-
ing the external environmental concen-
tration of chemicals that can enter the 
body through inhalation, ingestion, or 
skin contact.
In the 1990s, internal biomarkers of ex-
posure to toxicants began to be meas-
ured, and only later the levels of in-
criminated chemical compounds were 
measured. The real paradigm shift took 
place in 2005 when Christopher Wild 
first introduced the term ‘Exposome’, 
as opposed to ‘genome’ to mean every-
thing a human being has been exposed 
to throughout his or her life, since con-
ception through the external environ-
ment, and internal environment (9). 
This in the knowledge that since the 
description of the human genome, the 
results of the very expensive genome-
wide association studies had failed to 
explain most of the variability in hu-
man diseases.
Why is it important to assess expo-
sure? As the Californian scientist Ste-
phen Rappaport explained in a famous 
article published in the journal Science 
in 2010, if one adopts a rather broad 
definition of the environment, a large 
part of the increased risk of cancer and 
degenerative diseases is mainly related 
to environmental rather than genetic 
factors (10). It is therefore a very pow-
erful concept, capable of explaining 
more than 90 per cent of the likelihood 
of encountering chronic degenerative 
diseases typical of old age.
The big problem is that exposures are 
highly dynamic and therefore difficult 
to master. Concentrations of exogenous 
or endogenous chemicals vary over 
time between people and populations. 
The scale of variability is enormous 
and so the question arises as to how 
we can be sure that we are focusing on 
truly important chemicals or periods.

Incorporating exposure biomarkers 
into population studies
To take advantage of biomarkers, we 
need to think about the design of popu-
lation studies by looking at diseases, 
and not markers, as endpoints. Every 
study design has something to offer, 
but we need to think carefully about 

the questions to ask in a particular type 
of design. For example, cross-sectional 
studies (studies of groups with differ-
ent characteristics at a given time) usu-
ally allow a focus on a few people with 
a great deal of detail, collect a lot of ex-
posure data, and determine what addi-
tional information is needed to validate 
relationships between hypothesised 
exposure biomarkers. Case-control 
studies can look at exposures that have 
occurred recently if biological samples 
are inadequate. Cohort studies (studies 
of a group with a common set of char-
acteristics over time) are notoriously 
the ‘crown jewels’ in the armamen-
tarium of epidemiology, but financial 
constraints often limit the collection of 
multiple biological samples.
The different study designs comple-
ment each other, and scientists should 
consider how to integrate them or use 
them in tandem to get a better picture 
of exposure. For example, Rothman 
and his colleagues at the National Can-
cer Institute and the University of Cali-
fornia, Berkeley, used a series of cross-
sectional studies to assess biomarkers 
of benzene exposure in workers. The 
studies helped develop hypotheses 
that were later tested in cohort studies 
designed to follow workers over the 
course of the disease. Rothman also 
suggested applying the same analyti-
cal tools in studies of different types or 
classes of exposure (11).
Most biomarkers require large amounts 
of biological material, such as blood 
and urine, and can therefore be difficult 
to use in cohort studies.
As an alternative, a mixed study design 
can be used in which the expensive bi-
omarkers to be evaluated are measured 
in only a subset of samples and less ex-
pensive measurements are made on all 
samples. The more expensive instru-
ment is then used to calibrate the less 
expensive one. 
It is desirable that in the future, differ-
ent scientific fields such as social, nutri-
tional, and environmental science use 
similar techniques and technologies by 
building an interconnection between 
the different fields and encouraging the 
sharing of biomarkers, questionnaires, 
and other research tools.
Of course, this growth in technology 
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inevitably creates a huge computing 
challenge. The real problem for ex-
posomics is having to manage such a 
large number of different kinds of data, 
without easily having adequate tools to 
process them. Managing information 
has now become a heavy burden for 
those involved in public health.  

Living system require the 
mathematics inherent to AI 
A breakthrough of the twentieth centu-
ry, which has been facilitated by com-
puter science, has been the recognition 
that simple rules not always lead to 
stable order, but in many circumstanc-
es instead lead to an apparent disorder 
characterized by marked instability and 
unpredictable variation for reasons in-
trinsic to the rules themselves. The phe-
nomenon of rules causing emerging dis-
order, counterintuitive to many people, 
is well described in chaos theory, also 
called nonlinear systems theory, which 
provides new insights into processes 
previously thought to be unpredictable 
and random (12, 13). It also provides 
a new set of tools that can be used to 
analyse physiological and clinical data. 
The advancement of knowledge and 
the progress of understanding the na-
ture of bodily rhythms and processes 
have shown that complexity and non-
linearity are ubiquitous in living or-
ganisms. These rhythms arise from 
stochastic (involving or containing a 
random variable or variables), nonlin-
ear biological mechanisms interacting 
with fluctuating environments.
There are many unanswered questions 
about the dynamics of these rhyth-
mic processes: for example, how do 
the rhythms interact with each other 
and the external environment? Can 
researchers decode the fluctuations 
in physiological rhythms to better di-
agnose human disease? Mathemati-
cal and physical techniques combined 
with physiological and medical studies 
are addressing these questions and are 
transforming our understanding of the 
rhythms of life.
Other researchers as McEwen and 
Wingfield have introduced the concept 
of allostasis, i.e., maintaining stability 
through change, as a fundamental pro-
cess through which organisms actively 

adjust to both predictable and unpre-
dictable events. Allostatic load refers 
to the cumulative cost to the body of 
allostasis, with allostatic overload be-
ing a state in which serious pathophysi-
ology can occur. In this regard chaos 
theory seems to fit quite well with bio-
logical adaptation mechanisms (14).

The emergence of complexity in 
rheumatology
Non-linearity, complexity, fuzzy inter-
action are emerging features of chronic 
rheumatic diseases which account for 
most morbidity in western world. Un-
fortunately, even the most powerful 
and well-established statistical meth-
ods were developed in the first half of 
the past century when the scenario was 
dominated by acute infective diseases 
and the available information was 
much simpler, or at maximum “com-
plicated” rather than “complex” com-
parison with today.
More features and more variety in data 
imply more information and potentially 
higher accuracy. Unfortunately, more 
features we have, the more difficult 
information extraction is. In this high 
dimensional space, the hyper points 
corresponding to single individuals are 
sparse and the notion of proximity fails 
to retain its meaningfulness. For this 
reason, clustering become extremely 
hard to be performed. In this situation 
we are dealing with flat, rectangular 
data set, a sort of telescope data set. 
This kind of data set are intractable 
from a traditional statistics point of 
view since the excessive number of 
degrees of freedom allows any kind 
of data interpolation most of the time 
meaningless.
Complexity is an adaptive process; it is 
time sensitive, and over time complex 
processes evolve and/or degenerate. 
Complexity is based on small elemen-

tary units working together in small 
populations of synchronous processes.
 In a complex system each component 
changes, over time, losing its iden-
tity outside of the system. Complexity 
needs a different kind of mathematics, 
able to handle chaotic behaviour, non-
linear dynamics, and fractal geometry 
(15).
Computational and mathematical 
medicine needs different statistical ap-
proaches, based on new mathematical 
and logic assumptions broadly belong-
ing to complex theory setting allow to 
tame these intractable data sets. Seen in 
this perspective computer science and 
artificial intelligence are now playing 
the role which mathematics did from 
the seventeenth through the twentieth 
centuries: providing an orderly, formal 
framework and exploratory apparatus 
for knowledge progress. Actually, the 
coupling of computer science and these 
new theoretical bases coming from 
complex systems mathematics allows 
the creation of “intelligent” agents able 
to adapt themselves dynamically to 
problem of high complexity: the ma-
chine learning systems (ML).
Machine learning systems can adapt 
themselves to a dynamic environment, 
and time for them is not “noise” but is 
rather a way to reduce potential errors. 
There are several different reasons to 
apply complex systems mathematics 
on predictive medicine and some of 
them are listed in the Table I.

The contribution of artificial
 intelligence in environmental 
rheumatology
The last forty years have seen a revo-
lution in the field of artificial intelli-
gence to support clinical medicine. The 
1960s, 1970s and 1980s were charac-
terised by the prevalence of so-called 
expert systems, based on the applica-

Table I. Motivations to apply complex mathematical systems in environmental rheumatol-
ogy.

•	 Health processes are based on networks of endogenous and exogenous elements interacting in a 
complex way.

•	 Health status is the consequence of dynamic processes that regulate these networks.

•	 Nonlinear critical thresholds bring to pathology. 

•	 The predictions must be applied at individual patient level.

•	 Huge amount of data per subject hamper classic statistical tests.
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tion of if-then-else instructions and the 
acquisition of knowledge from subject-
matter experts. But after a period of eu-
phoria and optimism about the poten-
tial of such systems, culminating in the 
1980s, it became clear that they mani-
fested important fragilities arising from 
their difficulty in taking into account 
the complex, and often implicit, con-
textual conditions that come into con-
textual conditions that come into play 
in the medical field, and that physicians 
generally deal with by using common 
sense, which is precisely most difficult 
to achieve through inductive/deductive 
logic.
The phase of evolution following to the 
probabilistic led to artificial neural net-
works having as milestones the back-
propagation technique from Rumelhart 
in 1987 (16), the recurrent neural net-
works (17), which constituted a deci-
sive advance in sequence modelling, 
such as those of texts, and  eventually 
convolutional networks (18) structured 
in ‘cascades’ of increasing of gener-
alization, according to a scheme bor-
rowed from animal visual  neuronal 
systems, and for this reason character-
ized by very fine pattern recognition 
potentialities of which the architecture 
is rich. These neural networks led to 
the definition of so-called ‘deep learn-
ing’ from Google (19). Figure 1 shows 
the architecture of the systems listed in 
the previous paragraph.

Artificial intelligence (AI) is increas-
ingly being integrated into rheumatol-
ogy to enhance diagnostics, disease 
monitoring, and treatment personaliza-
tion (20, 21). AI techniques, including 
machine learning and deep learning, are 
revolutionizing the field by aiding in 
disease classification, prediction, prog-
nosis, and treatment response analysis 
for autoimmune rheumatic diseases 
like rheumatoid arthritis and systemic 
lupus erythematosus. Deep learning, in 
particular, shows promise in interpret-
ing unstructured data such as images 
and text, enabling the detection of joint 
erosions, predicting disease activity, 
and identifying specific features like 
halo sign on ultrasound in rheumatol-
ogy. Moreover, healthcare profession-
als are increasingly optimistic about 
AI’s potential benefits in managing 
patients with rheumatic diseases, with 
a focus on improving patient manage-
ment through accurate prognosis and 
treatment personalisation. It is quite 
clear that AI and ML can contribute to 
the understanding of how environmen-
tal exposures over a lifetime (known as 
the exposome) drive the inception and 
the severity of rheumatic diseases and 
how we can use this knowledge for pri-
mary and secondary prevention.
The advantage of AI is that it can en-
hance its learning base through continu-
ous learning, which allows a long-trained 
AI device to react and make decisions in 

a short time. At the same time, the pro-
grammed operation of AI allows it to 
adjust its cognition of different environ-
ments in a self-iterative way (22). There-
fore, these characteristics of AI make it 
particularly outstanding in the aspect of 
continuous monitoring. Compared with 
traditional methods that rely on manual 
sampling in the field, AI can do real-time 
monitoring for a long time. This makes 
it more informative for researchers. For 
example, researchers can summarise the 
change trend of detected substances in 
the environment based on artificial intel-
ligence data, which enables researchers 
to adjust research strategies in a timely 
manner. In terms of pollution treatment, 
researchers can know the main sources 
of pollution and take timely measures 
based on the discharge data of surround-
ing pollutants (23).

Where we are
To answer to this question, a search on 
the keywords environment & rheumat-
ic diseases & artificial intelligence was 
undertaken on MEDLINE (via Pub-
Med), The Cochrane Library, Google 
Scholar, from databases inceptions un-
til April 2024. The number of papers 
retrieved with the keywords “environ-
ment & rheumatic diseases” without 
inclusion criteria was 831. The number 
of papers satisfying as inclusion crite-
ria “clinical studies”, excluding micro-
biota, was 4 (Table II).

Fig. 1. Architecture 
of artificial neural 
networks milestones.
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From this review it seems that there is 
a huge space of improvement in our 
present knowledge about the classical 
environmental factors and rheumatic 
diseases.
In conclusion, since as mentioned ge-
netic variations probably play a rela-
tively minor overall role in rheumatic 
diseases, we should devote more at-
tention to the endogenous and exog-
enous environmental effectors driving 
the epigenetic control with the subse-
quent genes switch on-off in contrast 
to the limited value of genetic by her-
self without such control. However, 
since examples of application of AI 
to environmental rheumatology are 
still scarce waiting for the develop-
ment of this new discipline we need to 
move from environmental monitoring 
to bio-monitoring and use biomarkers 
to identify and process the exposome. 
Developing exposomics will require 
extraordinary efforts in many disci-
plines. It will require inputs from en-
vironmental toxicology, epidemiology, 
molecular biology, epigenetics, ana-
lytical chemistry, chemometrics, bioin-
formatics and engineering, and finally, 
mathematics, still largely disconnected 
disciplines for which a common lan-
guage will need to be developed. This 
language will come from AI.
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Table II. Published study on environmental factors and rheumatic diseases.

Author	 Year	 Reference	 Journal	 Type of study	 No. of subjects	 Type of 
						      environmental factors

Hawley & Wolfe	 1994	 22	 Pain	 Cohort study	 2,523	 Light and season
Mori et al.	 2019	 23	 BMC Musculoskelet Disord	 Cohort study	 12,839	 Season
Nilssen et al.	 2020	 24	 J Rehabil Med	 RCT	 64	 Warm climate
Herly et al.	 2020	 25	 Sci Rep	 Cohort study	 160	 Season and vitamin D

No study was retrieved by adding “artificial intelligence” to previous key words.


